ABSTRACT
Increasing attention to the role of ethical consideration in computing has led to calls for greater integration of this critical topic into technical classes rather than siloed in standalone computing ethics classes. The motivation for such integration is not only to support in-situ learning, but also to emphasize to students that ethical consideration is inherently part of the technical practice of computing. We propose that the logical place to begin emphasizing ethics is on day one of computing education: in introductory programming classes. This paper presents one approach to ethics integration into such classes: assignments that teach basic programming concepts (e.g., conditionals or iteration) but are contextualized with real-world ethical dilemmas or concepts. We report on experiences with this approach in multiple introductory programming courses, including details about select assignments, insights from instructors and teaching assistants, and results from surveys of a subset of students who took these courses. Based on these experiences we provide preliminary plans for future work, along with a roadmap for instructors to emulate our approach and suggestions for overcoming challenges they might face.

CCS CONCEPTS
- Social and professional topics → Model curricula.

KEYWORDS
ethics, introductory programming, CS1, social impact, assignments, university, undergraduate, content

ACM Reference Format:

1 INTRODUCTION
If, as we claim, social and ethical concerns are an integral part of designing computer systems, then why are they frequently absent in computer science education?

This question, posed in a 1994 Communications of the ACM article [9], is in many ways as relevant now as it was 25 years ago. Though interest and coverage of computing ethics in higher education is increasing [8, 29], so is public and academic discourse around harms caused by technology and responsibility held by technologists [10, 31]. Therefore, it is important that we consider not just whether social and ethical concerns are present in CS education, but how.

In the United States, the Accreditation Board for Engineering and Technology (ABET) altered criteria for computer science programs in the mid-2000s to include providing students with “an understanding of professional, ethical, legal, security and social issues and responsibilities” and “an ability to analyze the local and global impact of computing on individuals, organizations, and society” [14]. However, there are not clear guidelines for how to accomplish this, and different programs handle it differently. One analysis showed that the most common strategy for a sample of ABET-accredited CS programs was a required junior or senior level standalone ethics or professionalism class, either taught by the department or by a different department such as Philosophy [14].

Standalone ethics classes are important pedagogically and have been examined in prior work [8], which also suggests the benefits of standalone classes paired with curricular integration [19]. However, we see three potential flaws to standalone ethics classes alone as a solution, particularly those taught near the end of a degree program: (1) many students take computing courses, not just majors, and therefore many students learning computing might not have any exposure to ethics content; (2) teaching ethics as divorced from technical classes fails to emphasize that ethical consideration should be an actual part of that technical practice; and (3) students form values associated with their profession along the way, so if they spend 2 to 3 years learning computing without hearing about ethics, it may be too late by the time they do (similar to arguments around creating good code documentation habits from the start [4]).

We piloted an intervention to integrate ethics into introductory programming classes as a possible solution that tackles all three of these shortcomings. In addition to the benefits of ethics integration into technical classes generally, a solution for which we are seeing an increasing number of calls to action [8, 10, 11, 23, 24, 27, 30], targeting introductory programming classes has the additional benefits of reaching a large number of students who may not go on
to take more computing classes, as well as emphasizing to students that ethics is part of computer science from the very beginning.

This paper describes a pilot program that replaced existing assignments in these classes with assignments contextualized with ethical dilemmas and concepts. We report on the benefits and challenges of this approach based on instructor and teaching assistant observations and a post-class student survey. Based on these experiences we provide suggestions for emulating our approach and for overcoming challenges instructors might face.

2 RELATED WORK

In a letter to the editor of Communications of the ACM in 1996, a CS professor argued that ethical consideration is “not doing computer science” and that it was “difficult to imagine a computer scientist teaching these things” [18]. This opinion came in response to an NSF-funded report that recommended that in addition to standalone classes, ethics and social impact should be integrated into core CS classes [19]. Resistance to this kind of integration might come from that idea that the material is not appropriate for the CS classroom, from an instructor not knowing what to teach or how to teach it [8, 24], or from concerns about time being at a premium when there is so much technical content to cover [3]. However, not addressing potential ethical issues as they arise in-situ during computational learning risks marginalizing ethics or reinforcing the idea that it is for someone else to worry about rather than a necessary part of the daily practice of a technologist [8].

However, though integration is still not standard practice (with standalone classes more common [14]) even for topics for which ethics is highly relevant such as machine learning [10, 24], there are a number of strong examples. For example, the Embedded EthICS program embeds philosophy graduate students and postdocs into courses throughout the computer science curriculum, modifying each course to include relevant ethics content [11]. Though this is a resource-intensive solution, it has been effective in overcoming the shortcomings of standalone classes and addressing one of the significant challenges of integration, reluctance of instructors to teach the material themselves [11]. Others have integrated ethics content into specific classes, including human-computer interaction [30], data science [24, 27], and even lower-level programming classes [3]. Overall, evaluations and experiences of these interventions suggest that they benefit students, though they often require significant course overhauls. For example, a CS2 intervention included new types of assignments with written reflections [3].

Another benefit of incorporating ethical thinking and speculation into programming classes is that ethical dilemmas provide real-world context. We know from prior work that incorporating context and concrete application domains can increase success rates and retention in introductory computing courses [13, 20]. Prior work has also shown that including socially relevant examples and an emphasis on the social impact of computing has a positive impact on participation and retention in computing for people from under-represented groups such as women [16, 26]. Additionally, ethical considerations permeate topics such as bias, workforce diversity, and accessibility, all important topics for cultivating culturally competent students who are able to think inclusively [17, 33].

Table 1: Overview of courses for integration, along with evaluation method and analysis.

<table>
<thead>
<tr>
<th>Course</th>
<th>Semester(s)</th>
<th>Integration</th>
<th>Survey?</th>
<th>Quant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-A</td>
<td>Fall 2019</td>
<td>2 assignments</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CS-B</td>
<td>Spring 2020</td>
<td>2 assignments</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>INFO-A</td>
<td>Fall 2019/Spring 2020</td>
<td>2 assignments</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>INFO-B</td>
<td>Summer 2020</td>
<td>throughout</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Though in general, contextualized assignments are not uncommon in introductory programming classes, ethics specifically still appears to be rare. A 2006 survey study showed that “ethics” was considered by CS1 instructors to be one of the least “important” topics to cover [25], and a 2019 analysis of CS1 syllabi showed no mention of ethics among learning outcomes for students [1]. However, towards a goal of emphasizing to students that ethics is essential to the role of a computing professional, introductory programming is the perfect place to begin ethics integration. Our intervention focused on replacing existing assignments with new assignments contextualized with ethical dilemmas and concepts.

3 COURSE DESCRIPTIONS

In the 2019/2020 academic year, we piloted our approach in three different introductory programming courses at University of Colorado Boulder, a large state university in the United States. Table 1 provides an overview of these courses, along with notes about evaluation methods (see Section 5).

- **CS-A**: Primarily serving non-CS-majors in STEM and engineering as well as students who haven’t yet declared a major, this course is taught in Python and had 170 students enrolled in Fall 2019. We replaced 2 of 6 assignments with the contextualized assignments described below. In addition to specific discussions related to these assignments in recitation sections, there was one guest lecture from an ethics expert partway through the semester and one lecture on AI bias from the instructor near the end of the course.

- **CS-B**: Primarily serving computer science majors and engineering majors, this course is taught in C++ and had roughly 700 students enrolled in Spring 2020. We replaced 2 of 8 assignments, and following each assignment a guest speaker gave a 15 to 30 minute lecture and led discussion of the relevant topic.

- **INFO-A**: Serving information science majors as well as non-majors (primarily from Strategic Communication, Communication, and Journalism), this class is taught in Python. 195 students were enrolled in Fall 2019 and 214 students were enrolled in Spring 2020. We replaced 2 of 8 assignments, and a guest speaker gave a 15 to 30 minute lecture following the assignments.

- **INFO-B**: This course is the same as INFO-A, but was taught in Summer 2020 with 17 students. It was also redesigned, where based on the success of these previous classes, ethics was integrated throughout the entire semester. Five “case studies” (modules) each touched on specific ethics concepts as they related to computing, technology, and coding. Each module included both class discussion and a coding assignment or activity with a written reflection.

Though this paper is focused on our individual assignment-based intervention, we include some information about INFO-B in order...
to reflect on and make suggestions for even more robust ethics integration. In describing evaluations (such as observation or student comments) we specifically note when we are referring only to INFO-B in order to separate out any measures of success. Also note that though INFO-B included graded assignments (e.g., reflections) related to ethics, the other courses with our primary intervention did not, largely for reasons discussed in Section 6.3.

4 INTERVENTION

Previous ethics interventions in programming classes (for example, CS2 and data structures [3]) typically have involved new material and types of assignments (e.g., written reflections). In considering options for integrating ethics into existing introductory programming courses, we ultimately decided to start with the approach that would result in the least amount of work for the instructors of those courses, who are often overburdened with very large classes and limited time for course development.

Ethics experts unaffiliated with the classes took existing assignments and altered them so that they taught the same technical content, but were re-contextualized to inherently bring up ethical concepts and current ethical dilemmas in tech. Instructors and teaching assistants then further refined them to ensure that they were in line with class goals and learning objectives, and formatted appropriately. They also created grading criteria.

For the three courses where we piloted this approach (CS-A, CS-B, and INFO-A), we replaced two assignments. INFO-B, taught in the summer following this intervention, experimented with additional assignments as well as further ethics integration with class discussion and reflection exercises.

We will describe in detail the two assignments from the first three courses as our primary intervention.¹ There were two versions of each assignment: one in Python and one in C++, depending on the language used in the class.

4.1 Personalized Ads

This assignment covered conditionals and booleans, with learning objectives related to iterating through a list and reading and writing data types. The following context was provided for the assignment:

Your job is to write a program that decides on an ad to serve to a person on a social media platform. The personalized ad program will prompt the user for information and then return text that describes ads based on their inputs.

The assignment then walks the student through writing functions that are increasingly complex—both with respect to the type of decision and conditional structure, and to the type of personalization and data-based inference involved. Here are simple explanations for each:

1. Advertise dog food to a social media user if they own a dog.
2. Research has shown that algorithms can determine whether a social media user is likely to be an extrovert or an introvert based on the number of friends they have on the platform. Research has also shown that extroverts are more likely to be dog people and introverts are more likely to be cat people, and that people are more likely to click on ads for any product that reminds them of their pet. Based on the number of friends that the user has, serve an ad that includes a dog or a cat.

3. The platform has data about likely income averages based on zipcode and how incomes vary based on life stage (e.g., college students have less disposable income no matter where they live). Serve ads for expensive versus inexpensive products based on where the user lives and how old they are.

This assignment was designed to emphasize to students: (1) how their data might be used for advertising purposes; (2) how inferences about someone can be drawn from data, and therefore information can be known about someone beyond what they explicitly state; and (3) what is known about someone can influence not only what is advertised to them, but how it is advertised. In discussion following the assignment (either in recitation sections or in lecture), the instructor or a guest speaker discussed two well-known examples: if Target’s algorithms can identify whether a customer is pregnant [32]; and the Cambridge Analytica scandal [28]. The introvert/extrovert function specifically tees up a conversation about Cambridge Analytica, where the nuance is that based on Facebook data, the manipulation was not in determining what to advertise to a user, but rather that inferred personality traits (such as introversion versus extroversion) suggested how to advertise.

4.2 College Admissions Algorithms

This assignment covered lists and file input/output, with learning objectives related to iterating through a list and reading and writing data from and to files. The following context was provided:

As you know, the college admissions process involves a lot of types of data from prospective students to make decisions. With the number of applicants increasing, colleges may begin relying on algorithms to select which applications should receive more intensive human review. An algorithm could use quantitative data—such as GPA and SAT score—to provide initial recommendations. In fact, there is more data available than ever. Many colleges even track data about prospective student engagement—e.g., whether they open emails, visit the college website, engage on social media, etc. [2] This creates a “demonstrated interest” value. Based on a recent survey of college admissions officers [15], we know some of the weights that humans tend to give to these different types of data. Your task will be to create a program that iterates through a list of data points and provides a recommendation for which prospective students are likely to be the best candidates for admission.

For the assignments, students were provided with a file of fictional prospective student data points organized in lists that included GPA, SAT score, a score of high school curriculum difficulty, and a “demonstrated interest” score. The assignment asked students to provide overall scores for each prospective student based on provided weights and then return a list of students recommended by

¹Exact assignments and supplementary materials are available at www.internetruleslab.com/responsible-computing
the algorithm. The rest of the assignment walked them through additional transformations that explored how the algorithm might systematically miss certain kinds of edge cases. For example, what if a student has a 0 for demonstrated interest because they don’t use social media or have access to a home computer? What if a student has a very high GPA but their SAT score is low enough to bring their score down; could this mean that they had a single bad test taking day? Students then wrote additional algorithms that checked for outliers in the data. Discussion following this assignment focused on algorithmic decision-making and representations of people in data, bias and fairness, human judgment in algorithmic decisions, and the appropriate role of algorithms in decision-making.

5 STUDENT SURVEYS

In Spring and Summer 2020 we conducted surveys at the end of class in CS-B, INFO-A, and INFO-B (CS-A was only taught in Fall), with approval from our university Institutional Review Board. We did not provide any compensation or extra credit, though did give students time in class to take the survey, which was administered by a researcher who was not an instructor or TA for the course. We suspect that partly due to disruptions from COVID-19, the response rate was quite low in Spring: 135 out of 700 students for CS-B and 7 out of 214 for INFO-A. For Summer’s INFO-B, 11 out of 17 students responded. Because sample sizes were so low for the other classes, the quantitative data we report is only from the 135 students who took CS-B in Spring 2020. The qualitative findings reflect responses from all courses, though we separate out responses that come from the Summer course where the ethics integration was more robust, in order to clarify the impact of the initial assignment-based intervention. Table 1 provides an overview of these classes and these evaluations and analyses.

We asked optional demographic questions so we could appropriately describe the student population. For students in CS-B who answered these questions, the mean age was 19; 59 men, 43 women, 1 non-binary individual, and 1 who preferred not to disclose; 37 freshmen, 37 sophomores, 14 juniors, and 2 seniors; students were majority white (66%); and 40% were computer science and computer engineering majors; 33% other engineering majors, and the rest undecided or other majors, mostly STEM.

For the quantitative results described for CS-B in Table 2 and Figure 1, we asked questions that directly compared learning and engagement for our new assignments to the other assignments that were not contextualized with ethical issues. We operationalized engagement by how “interesting” an assignment was. These included the following quantitative questions:

1. How much did you learn from the [personalized ads or admissions algorithm] assignment compared to your other assignments? ("less," “about the same,” or “more”)
2. How interesting was the [personalized ads or admissions algorithm] assignment compared to your other assignments? ("less," “about the same,” or “more”)
3. In general, how interested would you be to see more assignments that bring up ethical issues in your future programming classes? (on a 5-point scale of “very uninterested” to “very interested”)

<table>
<thead>
<tr>
<th>Assignment</th>
<th>Less</th>
<th>About the Same</th>
<th>More</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ads - Learning (Q1)</td>
<td>12%</td>
<td>75%</td>
<td>13%</td>
</tr>
<tr>
<td>Admissions - Learning (Q1)</td>
<td>10%</td>
<td>57%</td>
<td>33%</td>
</tr>
<tr>
<td>Ads - Engagement (Q2)</td>
<td>20%</td>
<td>57%</td>
<td>23%</td>
</tr>
<tr>
<td>Admissions - Engagement (Q2)</td>
<td>13%</td>
<td>51%</td>
<td>36%</td>
</tr>
</tbody>
</table>

With respect to comparing the ethics-based assignments to other assignments, the results were mixed but trend positive, suggesting that the assignments had value and, importantly, did not take away from the class. Very few students said they learned less from these assignments, and many said that they were more interesting and that they learned more (see Table 2).

The third question gives another measurement of engagement, by asking how interested students would be in this kind of content in their future programming classes; we found that the majority of students would be interested in such content (see Figure 1). 51% said that they would be somewhat or very interested, and only 15% said that they would be somewhat or very uninterested.

In analyzing free response answers to one open question (“Describe an ethics concept that came up in class this semester.”), we found about equal mention of the issues from our intervention—e.g., biased algorithms, personalization, and privacy. Unexpectedly, we also noted that a number of students equated ethics with plagiarism, which was not part of our intervention. However, this suggests plagiarism might be an interesting topic for a more robust discussion around ethics that could tie into broader ethical issues than the honor code, such as real-world practice and professionalism.

Despite the fact that overall the responses suggested that students picked up on ethical concepts due to our intervention, it was still clear that not every student “got it.” For example, one student claimed that for the admissions algorithm assignment, there were no ethical implications for the programmer because they were just doing what they were told. This response suggested ways that we can do a better job in framing very basic concepts like power, bias, and especially responsibility.
In INFO-B, the small, summer class, where ethical concepts were incorporated into every assignment, we asked free-response questions about both learning ("Which assignment in this class do you think most helped you learn a technical concept? What did you learn?") and engagement ("Which assignment in this class was most interesting to you and why?"). There was the most engagement, in terms of both interest and ethical concepts, with an assignment about autonomous vehicles. For example, the students wrote about learning how there are often no "right" answers and how important ethical audits are for AI. Additionally, when describing technical learning, some students also brought up ethical concepts—for example, "This assignment was very helpful in learning how to parse data, and I learned that code does not have empathy." Finally, as also noted with our own observations detailed next, students mentioned how interesting they found assignments that felt "real" and had real-world implications.

6 INSIGHTS FROM INSTRUCTORS

The authors of this paper include three instructors and two teaching assistants from these courses, as well as the guest speakers/ethics experts who contributed to the content and discussion. Based on our collective experiences, we lay out our observations of benefits to the students (also based on survey responses described above).

6.1 Observed Benefits for Students

Based on in-class discussion, the idea that ethical issues are important in computer science right now is not new for many students; sometimes they even bring up ethical issues unprompted. With just a small push to include the context in class, it actually does not require much work to help them make the leap from "ethics matters in tech" to "I should be thinking about this when writing code." Though more formal empirical research is needed to determine actual impacts in terms of learning and attitude shifts, our observation of students in class is that, though not all were deeply engaged, those that were engaged were very engaged.

Another benefit of assignments contextualized with real-world ethical dilemmas is that, as we know from prior work and saw reinforced here, students enjoy real-world contexts for assignments in general. We saw that students were especially engaged when they were thinking about tangible ethical issues where they could see the direct application, such as bias in algorithms. Students expressed in class that they appreciated that they could apply this content to current events, the tech they use every day, and their personal data.

We also saw that students enjoyed the creative components; for example, in the personalized ads assignment, they had the freedom to write their own text for the ads, and often did more work there than expected. In general, even assignments for beginning programming concepts typically have some kind of context; the ones we chose were engaging because they covered topics that the students were already familiar with and knew were important. We of course cannot entirely disentangle here the effect of real-world context versus ethic specifically, though this would be an important question for future work.

6.2 Observed Challenges for Students

The most significant barrier we noticed to student engagement was that when students struggle with the technical material, they seem less engaged in the ethical components. Instead, they are focused on trying to understand the part they are being graded on. We suspect this is why engagement with ethical concepts seemed to be the lowest in the Fall and Spring iterations of INFO-A, which included a large number of students from non-technical majors, students who in general struggle the most with class content. They also showed less creativity in their assignments when given the opportunity, possibly because they were more worried about right answers and/or were spending more time on the technical aspects.

6.3 Challenges for Instructors

One goal with this intervention was to develop an approach that would be very little work for the instructors—either by the development of shared resources (such as the assignments we have created) or by working with outside experts to develop new assignments. We chose to replace assignments, as this typically does not require finding extra time in class, changing grading schemes, or adding a lot of new content.

Although one design constraint of these assignments was to minimize the amount of additional work for the instructor, translating assignments between classrooms presented challenges such as addressing specific learning goals or standardizing formatting. An assignment created for one class cannot necessarily be used "out of the box" in another class, particularly if the new class covers less material than the original class. We came to realize that the process would be much smoother if the instructors themselves were leading the adaptation, with assistance from ethics experts, if necessary. This is also a task that might be well-suited for teaching assistants.

Another challenge is that large classes often rely on auto-grading, which makes it difficult to (1) increase student agency (e.g., making outside-the-box decisions or being creative); and (2) evaluate ethical learning. Because of resource constraints and/or consistency in grading, it can be difficult to add hand-graded content such as open-ended questions about ethical concepts. For our interventions, we simply included this material without grading it—but it is possible that the students would be more engaged or more convinced of the importance of the material if it were "on the test."

Finally, adding ethics-related content to class discussion requires training for instructors and teaching assistants, or guest lectures from experts. For our intervention, we largely relied on the latter, but this is not necessarily sustainable and can be improved upon.

7 DISCUSSION AND RECOMMENDATIONS

Based on our experiences with these interventions, here we make an argument for why this approach would be beneficial to others, and then suggest methods of implementation and possible solutions to the challenges we described above.

One concern for adding this content to classes might be that it would take away from the important technical content of the class. However, based on survey results and instructor observation, we have no reason to think that our intervention detracted from technical learning. In fact, one student, who had taken a different coding course before the INFO-B course, told the instructor that they
learned more from the class than in their previous one specifically because the ethics-related assignments were more interesting.

We saw that for many students this intervention increased engagement with assignments in addition to exposure to ethical concepts. We also already know from prior work that students are more likely to engage with computing if it is connected to the real world [13, 20] and that an emphasis on social impact of technology can help spark and sustain interest among underrepresented groups in particular [16]. Moreover, inclusion of ethics-related content around topics such as bias and diversity is a step towards increasing cultural competency among computing students, an important goal for both student retention and creation of a talent pool with a better understanding of equity and inclusion [33].

Finally, the majority of students in our survey sample are interested in seeing these types of assignments in their future programming classes. Our observations from this pilot intervention shows that there could, as suggested by a number of others [11, 23, 24, 30], be benefits for integrating ethics across the entire curriculum, and that replacing programming assignments is an effective strategy.

Ideally this paper has given others a sense for both the “why” and the “how” of our approach. One suggestion we have is to–as we did–start small. Replace one assignment to start, and the next semester, try another. Our experience with a complete overhaul in the Summer class was smoother due to having built up to that point, particularly because the INFO-B instructor was previously a TA for INFO-A. Finally, to provide guidance for two specific scenarios that might be challenging:

If you teach intro programming but are concerned that you don’t know enough about ethics to do this on your own: Our assignments are available (see footnote 1), and others are creating them as well–such as Computer Science Professor Evan Peck’s “Ethical Engine” CS1 programming assignment that incorporates the trolley problem (a classic moral philosophy hypothetical) into coding conditionals and another about bias in hiring algorithms [7, 21, 22]. So even if you do not have your own ethics experts to help, you can start with these kinds of open resources, which are becoming increasingly common [7, 23]. Note, however, that coming up with your own relevant context might not be as difficult as you think. There is a tech ethics scandal in the news nearly every week, and a number of available resources, including the syllabi for many standalone computing ethics classes that already exist [8]. You also might consider asking others for help–even beyond your own department.

If you know about ethics and want to help intro programming instructors: Replacing assignments with new ones is a great way to not be a huge burden on the instructors for the reasons we’ve already noted. Ask for copies of existing assignments and think about how the context could change. Even better, work directly with them if they can spare the bandwidth; instructors are often looking for ideas for new assignments.

Finally, based on the challenges we identified above, we will be making adjustments in the future ourselves, and have the following recommendations to help mitigate some of these problems:

(1) Be sure that when ethical concepts are integrated into assignments that it does not raise the difficulty of the assignments. Also consider starting with assignments that students do not traditionally struggle with; the less they struggle with the assignment, the more likely they are to be able to engage with the additional ideas.

(2) Particularly for technical topics that students struggle with, try introducing the ethical dilemma first through lecture or class discussion so that they have some time to grapple with it before having to worry about the code.

(3) Allow students to go over their solutions together so that they have an opportunity to discuss and reflect on their choices. This will both help them grapple with the ethical concepts and reinforce the technical material.

(4) Possibilities for evaluation include interview grading, which has the added benefit of providing personalized attention to students even at scale [12], and/or peer evaluation which has additional pedagogical benefits [5]. Short answers are also effective for a short reflection on design choices, and if there are problems with scale, pass/fail grading might be a solution.

(5) A more resource-intensive solution is to have one teaching assistant whose role is dedicated to helping with ethics content. This might include speaking in recitations and lecture, training other TAs, short answer grading, and/or helping to adjust the assignments. This option would be similar to Harvard’s model of embedding Philosophy postdocs into CS classes [11].

(6) Additionally, prioritizing training for all TAs on the ethics content could result in learning benefits for the TAs as well as the students taking the class.

As we build out more assignments, our goal is to replace nearly all assignments in these large introductory programming classes with ethically contextualized content. Though we will take lessons from INFO-B (and also continue to teach it as fully ethics-integrated as a small summer class), we also recognize the constraints that come with large classes with auto-graded assignments and plan to design with those in mind, and to share broadly so that they can be used by others. We will also be conducting formal, survey-based evaluation that targets technical learning, ethical learning, and student engagement.

Finally, another advantage of introductory programming as a site for ethical context is that it can likely be easily adapted for K-12 computer science as well, which is appropriate because not only are children learning to code quite early, but they should also learn to be critical users of technology [6].

8 CONCLUSION

Nearly 25 years ago an NSF working group suggested integration of an ethics and social impact “tenth strand” throughout computer science core courses [19]. In recent years, large-scale projects like EmbeddedEthiCS [11] and the Responsible Computer Science Challenge [23], as well as individual models such as ethics integration into HCI classes [30] or machine learning [24], have shown more movement towards this goal. As universities grapple with how best to handle the increasing demand for computer scientists with expertise in ethically wrought fields such as artificial intelligence [10], our hope is that touching on ethics early and often, starting with introductory programming, can have a profound impact on the perception of ethics as part of “doing computer science.”
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