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ABSTRACT
As issues of technology ethics become more pervasive in the media and public discussions, there is increasing interest in what role ethics should play in computing education. Not only are there more standalone ethics classes being offered at universities, but calls for greater integration of ethics across computer science curriculum mean that a growing number of CS instructors may be including ethics as part of their courses. To both describe current trends in computing ethics coursework and to provide guidance for further ethics inclusion in computing, we present an in-depth qualitative analysis of 115 syllabi from university technology ethics courses. Our analysis contributes a snapshot of the content and goals of tech ethics classes, and recommendations for how these might be integrated across a computing curriculum.
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1 INTRODUCTION
In the wake of scandals like Cambridge Analytica [9], Google employee protests over military contracts [32], and biased algorithms in Amazon’s hiring processes [24], many people are wondering if computer science is facing an “ethics crisis” [42]. These examples are all from 2018, though since the inception of digital computing as a field, scholars have noted the potential for computing technologies to raise ethical and social issues that are fundamentally different than those relevant to other contexts [38]. Discussions of the role of ethics in computer science (CS) education also go back as far as the earliest SIGCSE conferences [26]. However, as scandals like these increase in frequency and technology ethics becomes more prominent in both public consciousness and scholarly attention [38], it is unsurprising that we have also seen an increase in related university courses—along with demand for even more [35].

Particularly given calls for greater integration of ethics content across the CS curriculum [16, 30, 36], it is likely that an increasing number of CS instructors will be including ethics as part of their courses. However, a potential barrier to this type of integration is that instructors without a background in the area might feel that they do not know what or how to teach when it comes to ethics [30]. There have been many descriptions of individual ethics-related pedagogical practices in the computer science education research community [4–6, 16, 36], though the wide variety of technology ethics courses available today across different disciplines also provide a window into broader patterns of the content and goals of education in this space.

Through a qualitative analysis of 115 syllabi for university technology ethics courses and an analysis of metadata from a total of 202 such courses, we present a description of a broad slice of technology ethics coursework. This paper contributes analyses of (1) in what departments and by whom tech ethics classes are being taught; and (2) what self-described “tech ethics” courses include for both content and learning outcomes. Taken together, this work contributes a snapshot of the content and goals of tech ethics classes and what role these might play in the broader CS curriculum.

2 BACKGROUND AND RELATED WORK
How to conduct ethical, just technology design; to avoid biased or otherwise harmful practices; and to consider the goals and politics of technology and whether the interactions or other consequences it creates are fair and good, are all parts of a longstanding conversation within computer science [34]. Of course, what constitutes “good” in this context is not a given, nor is what “ethical” might mean [34]. Beyond “ethics,” there are a number of related concepts, such as values, justice, and responsibility, and conversations rooted in different traditions or literature (such as values in design or business ethics [15]). As Stark and Hoffmann point out, ethics (particularly in the context of professional codes) should be a starting point, not an end point, for the kind of world we want to see with respect to technology’s outcomes [39]. However, in this paper, we will use the term “tech ethics” in order to examine what is being taught under this potentially broad designation.

Strategies for ethics education, in terms of both content and structure, has been a topic of conversation in many different disciplines for many years. For example, the fields of law [29], medicine [33], business [20], and engineering [2] have all considered the benefits of infusing ethics throughout an entire curriculum versus covering...
relevant content in standalone classes. The benefits of applied ethics education that is discipline-specific are well-established—both in encouraging moral development generally [20] and convincing students that ethics is an important component of their profession [20, 29]. However, a number of studies have also shown that ethics instruction often does not translate into experiences outside the classroom [3, 13]. Therefore, there are still many questions about how to best accomplish the goals of ethics education, and the ways that different universities and programs teach ethics is far from homogeneous in both content and extensiveness [8].

How to best approach ethics education within computing is also a longstanding question; it first appeared at SIGCSE in 1972, where in a discussion of social responsibility and computing education, Nielson suggested that it is the responsibility of CS instructors to "try to prepare the student to make better decisions" [26]. In the U.S., the accreditation board ABET requires that CS programs must produce students that have "an understanding of professional, ethical, legal, security and social issues and responsibilities" but does not specify how this should be accomplished [30].

In 1996, a report from an NSF-funded project to inform CS ethics curriculum recommended that ethics content should be integrated into core CS classes as well as taught in standalone classes [23]. Integration across the curriculum acknowledges that ignoring ethical issues as they arise in-situ for other learning marginalizes ethics; it should be presented as a necessary part of daily practice rather than a public relations digression from what is really important [29]. However, this strategy is not common practice, and ethics content in technical CS classes (even those for topics for which ethics is highly relevant like machine learning) is rare [28]. Possible reasons for not integrating ethics into a technical class could include an instructor not knowing what to teach or how to teach it, or not thinking that it should be part of the material [30]. In response to a 1996 Communications of the ACM article that proposed ethics integration, a CS professor wrote a letter to the editor arguing that ethics is "not computer science" and that it was "difficult to imagine a computer scientist teaching these things" [22]. However, in recent years as technology ethics has become a more important part of public discourse, there has been an increase in attention to ethics in computing pedagogy, particularly for emerging technology topics such as data science and artificial intelligence [35].

Within the computing education research community, we have seen detailed descriptions of specific options for ethics pedagogy—for example, gamification [4, 6], immersive theater [37], incorporation of science fiction [5], integration into HCI [36] and machine learning [30] classes, and use of codes of ethics [31, 41]. However, as with other disciplines, there is not a common core curriculum in computing ethics. A study of ethics syllabi in medical curricula emphasized the role that this kind of data can play in aiding individual faculty members in developing their own ethics content, by providing a broader picture of patterns and possibilities in this space [8]; here, we hope to do the same.

Analysis of syllabi is a common method for considering curriculum requirements in educational research [10], and there have been efforts within the computing education research community to use syllabi to understand current strategies for teaching computer science [1, 40]. A course syllabus can be used to assess both the structure of a course and the exact knowledge units covered, as well as how individual learning objects are packaged for students [40]. In this paper we describe our analysis of over 100 syllabi, in order to provide this broader picture for technology ethics education that can help inform ethics-related instruction across the CS curriculum.

3 METHODS

For this study, we collected and qualitatively analyzed 115 syllabi from university courses self-described as "tech ethics." We informed this analysis with the broad goal to understand the content, character, and goals of tech ethics classes.

3.1 The Dataset

In November 2017, controversy around a New York Times op-ed that claimed academics were “asleep at the wheel” when it comes to tech ethics [27] inspired the creation of a crowdsourced collection of “tech ethics” syllabi in the form of an uncurated, openly editable Google spreadsheet [11]. Anyone could add a class, and the information collected includes course title, university, department, instructor, level (i.e., undergraduate or graduate), date last updated, and links to the course description and/or syllabus, though not all entries include all of this information. The spreadsheet was shared widely; within a few days of its creation, there were over 50 entries [7], and as of August 2019 there are over 230. At the time of our data collection in November 2018, there were 202.

Importantly, though the spreadsheet included links to publicly available information, it was created as a public resource, and not as part of a research project. Therefore, before analyzing this data, we contacted every instructor listed on the spreadsheet. For those who included links to their syllabi, we gave them the opportunity to opt out of having their syllabus included in our data; for those who had not included links, we asked if they would like to have their class included. As a result, our dataset includes only those syllabi that were publicly available and linked to from the spreadsheet or were explicitly provided to us, and we removed those where the instructor opted out of inclusion. The final dataset that we qualitatively analyzed includes 115 syllabi. However, we did conduct some aggregate analysis on the metadata included with the spreadsheet entries from the entire 202.

We do not make claims about the representativeness of this dataset. We conducted this analysis with the goal of providing examples of ethics instruction, with an eye towards trends and patterns. However, our data likely over-samples from instructors who are comfortable sharing their course materials and/or are active on social media. Our aggregate measures are also intended to provide a snapshot of tech ethics classes, not to make broad claims about the overall state of the field. We provide these aggregate measures in part to describe the data, so that findings can be interpreted with its character in mind.

3.2 Data Analysis

After collecting copies of these syllabi as they appeared in November 2018, we mined each syllabus for, when available, topics as listed from university courses self-described as “tech ethics. We informed this analysis with the broad goal to understand the content, character, and goals of tech ethics classes.
could be applied to the entire dataset [21]. For the topic analysis our goal was to group the instructor-described topics into higher-level categories, so we used affinity diagramming to thematically group topics before conducting formal coding of all topics for each class [18]. For the learning outcome analysis we conducted iterative, open coding to construct a codebook before applying those categories to the entire dataset [21]. All analyses included at least two researchers during each stage, and during the analysis process we discussed edge cases and disagreements to come to consensus.

We also collected and analyzed the metadata from all 202 syllabi from the crowdsourced spreadsheet, in that it represented information about where the classes are being taught and by whom. To supplement the information provided, we used Google to find publicly available information about home departments and disciplines of named instructors where available. We used affinity diagramming to create higher-level categories for disciplines, mapped department and instructor disciplinary background to these categories, and then calculated descriptive statistics that we have incorporated into our findings.

4 FINDINGS

In describing the overall picture of tech ethics education as presented by this large sample of syllabi, we include descriptions of: (1) in what department and by whom these classes are being taught; (2) content taught, categorized by topics; and (3) learning outcomes in these classes.

4.1 Who teaches tech ethics?

Though the courses in our dataset are likely not a representative sample of all university tech ethics courses, they represent a cross-section of types of universities. The dataset contained 94 different universities (since a number of universities had multiple courses listed). Though the majority are in the U.S. (70 out of 94), there is also representation from Canada, Europe (6 in the UK, and also France, Switzerland, Austria, Portugal, Spain, and Denmark), South America, Australia/New Zealand, and the Middle East. The majority appear to be taught in English, with a few in Spanish. These courses also represent both private and public universities, and range from R1 research universities to liberal arts and teaching colleges.

In early discussions of computing ethics pedagogy, one prominent question was “who should teach it?” In 1994, Johnson argued that philosophers and social scientists trained in ethics should be teaching these courses so that they have the appropriate expertise, though a counterargument from Martin was that it is critical that regular CS faculty teach in order “to emphasize to students that social impact issues are a fundamental part of computer science, not some tangential topic that they take somewhere else” [19]. These are both reasonable arguments, and one solution has been to involve both philosophy and CS instructors in course design [16], though this is a resource-intensive solution that is not always possible.

Table 1 shows the disciplinary breakdown by home department of the class, home department of the instructor, and discipline of the instructor’s terminal degree(s). We had metadata for 202 courses, though some courses were cross-listed, some courses had multiple instructors, some courses had multiple degrees, and some types of information were unavailable for some courses. As indicated in Table 1, the courses in our dataset are taught in a range of different types of departments, though the most common are computer science, information science, and philosophy. Regardless of the department, the class may or may not be targeted specifically at computer science majors, as tech ethics is also a topic that is relevant for many areas of study.

Interestingly, though most classes are taught within computer science, and the most common home department for instructors is also computer science, it is more common for the instructor’s disciplinary background (as represented by their terminal degree) to be in philosophy or information science than in computer science. Note that though each course is represented once under “course home,” some instructors taught multiple courses or had multiple degrees, and each instructor is only counted in “instructor home” and “degree” once. We also looked at the level of the class, when this information was available. 107 were taught at the undergraduate level, 74 at the graduate level, and 19 cross-listed for both; for the undergraduate classes, 67 appeared by the course number to be upper division (junior/senior) and 50 lower division (freshman/sophomore).

Our analysis also revealed that the faculty teaching the classes are fairly well-distributed between different faculty ranks—16%, 18%, and 16% for assistant, associate, and full respectively as the highest rates, with instructors, adjuncts, and graduate students making up the remainder.

4.2 What topics are part of tech ethics?

The majority of courses out of the 115 we qualitatively analyzed were general tech ethics courses that covered a range of topics, though 19 were context-specific. By far the most common specific topic for an entire class was artificial intelligence, with 10 AI-specific courses. There were also courses specific to disability, law, videogames, natural language processing, and bioengineering.

Our topic mapping was based on how the topic was described by the instructor. This means that, depending on how a class was organized, a particular sub-topic might appear in a different category;
Table 2: The number of courses that had content for each listed topic, out of 115 total courses, organized from most popular to least popular topic.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Courses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Law &amp; policy</td>
<td>66</td>
</tr>
<tr>
<td>Privacy &amp; surveillance</td>
<td>61</td>
</tr>
<tr>
<td>Philosophy</td>
<td>61</td>
</tr>
<tr>
<td>Inequality, justice &amp; human rights</td>
<td>59</td>
</tr>
<tr>
<td>AI &amp; algorithms</td>
<td>55</td>
</tr>
<tr>
<td>Social &amp; environmental impact</td>
<td>50</td>
</tr>
<tr>
<td>Civic responsibility &amp; misinformation</td>
<td>32</td>
</tr>
<tr>
<td>AI &amp; robots</td>
<td>27</td>
</tr>
<tr>
<td>Business &amp; economics</td>
<td>27</td>
</tr>
<tr>
<td>Professional ethics</td>
<td>25</td>
</tr>
<tr>
<td>Work &amp; labor</td>
<td>23</td>
</tr>
<tr>
<td>Design</td>
<td>20</td>
</tr>
<tr>
<td>Cybersecurity</td>
<td>19</td>
</tr>
<tr>
<td>Research ethics</td>
<td>16</td>
</tr>
<tr>
<td>Medical/health</td>
<td>12</td>
</tr>
</tbody>
</table>

for example, one professor might put a discussion of GDPR under a class titled "regulations" and another might put it in a class titled "privacy." We mapped each topic to only one higher-level category, and in very rare cases when an overarching course topic clearly represented multiple categories (e.g., "privacy law"), we made a judgment call based on the description.

Our qualitative analysis of topics resulted in a set of 15 high-level categories, which we created through an iterative process of affinity diagramming. Though a number of topics appeared in the syllabi that did not fit into any of these categories, for the purposes of this description, we synthesized the analysis into topics with at least 10 instances in our dataset of 115 syllabi. These categories and their relative frequencies are detailed in Table 2. Here, we explain each category, with more detail for the most common topics.

The most common topic, appearing in 57% of the syllabi analyzed, was law and policy. This is unsurprising, as over half of the syllabi in our dataset combined ethics and policy as the overarching focus of the class, and a number of classes included applying or understanding law as a course objective. Courses that included law and policy content typically covered policies that specifically impact technology, like the General Data Protection Regulation (GDPR), the Digital Millennium Copyright Act (DMCA), and other legal concepts such as free speech and intellectual property as they apply to computing technology. Law and policy topics also intersect with other topics such as artificial intelligence, particularly in the context of case studies and news stories that discuss the legal implications of topics like predictive policing, algorithmic discrimination, or whistleblowing.

The next most common topic was privacy and surveillance, covered in 53% of the courses analyzed. This topic covers a lot of ground, from anonymization in the context of big data and social media to surveillance in the context of smart cities, social scoring, and wearable technology, and raises issues such as personal responsibility, digital footprints, and data as property. This topic also intersects with other domains, and is discussed in the context of a number of specific computing topics, such as research ethics, design, security, and data science.

Traditional ethical theories and other aspects of philosophy are covered in 53% of the syllabi analyzed. Many courses begin with an overview of one or more ethical theories, with the most common being utilitarianism, deontology, virtue ethics, and social contract theory. When courses in computer science departments covered ethical theory, utilitarianism was by far the most common, though we noted a wider variety of theories in classes housed in philosophy departments. We also see courses cover content around morality, cultural norms, and how to develop a personal code of ethics as a result of the course.

A little over half of the syllabi analyzed covered some aspects of inequality, justice, and human rights. Though a broad topic, courses that covered this category tend to highlight how technology can reproduce and augment existing societal discrimination, marginalization of populations, and inequality. This includes discussions of inclusivity and accessibility that determine who gains access to technology and is able to participate in the knowledge production that results, as well as inequality in how technology is designed.

Artificial intelligence (AI) as a general topic appeared often enough that during analysis we differentiated between AI in the context of algorithms and AI in the context of robotics and automation. AI and algorithms was more prominent, covering topics like black box algorithms and machine learning. While there is some overlap with the inequality and justice topic (and which category the topic was mapped to depended on how the instructor sliced it), the content of this category most often deals with algorithmic fairness, bias, and profiling. Many courses discuss the imperative of transparency and the challenge of auditing algorithms. 48% of the courses included this AI and algorithms, whereas AI and robots appeared in 23% of courses. This emerging topic in AI often covered wartime and labor applications of these technologies, as well as issues of explainability, regulation, and morality in the context of self-driving cars, drones, autonomous weapons, and intimacy.

Though the impact and consequences of technology is an overarching theme across computing ethics, some topics focused specifically on large-scale social or environment impact. For example, some courses discuss the paradox of technology increasing social connections while also diminishing in-person social structures. Environmental concepts include green computing, environmental degradation, sustainability, and geoengineering. We also included in this category topics related to the social impact of harassment that are afforded by technology, such as doxing, hate speech, revenge porn, and trolling. Closely related are the topics of civic responsibility and misinformation, which appear in 28% of syllabi. These courses include topics related to individual and collective responsibility for maintaining existing democratic values and combating misinformation and propaganda online, as well as causes of polarization, such as filter bubbles, fake news, misinformation, societal manipulation, and propaganda.

Business and economics and the related topic of work and labor each appeared in a little less than a quarter of courses. Business and economics covered capitalism, financial models, marketing, pricing (ethics of freemium models, for example), advertising,
and the free market. Many courses also cover case studies of ethical dilemmas and controversies at various corporations, and/or called for corporate social responsibility and responsible innovation. Courses that covered work and labor as a broader topic focus less on corporations and more on conceptual topics such as job and wage loss as a result of automation, outsourcing, or changing job markets. These topics highlighted solutions like universal basic incoming, crowdwork, and encouraging workforce diversity and organization.

Given that not all of the courses in our dataset are specific to computing majors (e.g., courses taught in Communication or Science and Technology Studies), it is not alarming that only 22% of courses included topics dedicated to professional ethics. Within those courses, risk analysis and responsibility to society were emphasized. Five classes included a specific reference to the ACM Code of Professional Ethics.

A handful of additional topics were covered respectively in less than 20% of the courses. Design as a topic included tangible ways to design technology that could have a positive impact on society, including discussions of design for accessibility, value-sensitive design, and design fiction. Cybersecurity included any topics related to hacking or cyber-attacks, cyber terrorism, or international cyber property. Research ethics covered the way researchers use information and what is appropriate, including the Belmont Report, informed consent, A/B testing, p-hacking, and the ethics of data scraping for research. Medical/health topics covered medical research ethics, healthcare, genetic engineering and enhancement, or bioethics.

Many of the topics listed here were the organizational structure for readings or other content. The readings listed for these topics were largely a mixture of books, scholarly articles, and news stories. Textbooks were uncommon, and a number of courses also included media like documentaries, television shows (e.g., Black Mirror), and science fiction films and novels.

4.3 What are the goals of teaching tech ethics?

The terms "learning objectives" and "learning outcomes" have subtle differences in meaning but are often used interchangeably [17]; we saw both in our data. Similar to a 2019 syllabus analysis published at SIGCSE [1], here we use the term "learning outcome" to mean an explicit statement of what students should know or be able to do by the end of a course, regardless of how such a statement might be labeled in any given syllabus. Our qualitative coding revealed eight common types of learning outcomes in terms of what students might be expected to do by the end of a course, regardless of how such a statement might be labeled in any given syllabus. Our qualitative coding revealed eight common types of learning outcomes in terms of what students should be able to do by the end of the course. Though some courses included specific content knowledge (e.g., "understand intellectual property issues" or "differentiate between ethical theories"), these largely mapped to the topics in the previous section, and were more rare. Of the 115 syllabi we analyzed, 100 included learning outcomes; Table 3 shows the breakdown of how many courses included each category of outcome.

Learning outcomes in these classes focused far more on conceptual skills than on specific knowledge—particularly compared to learning outcome analysis for other computer science classes such as intro programming [1]. Common keywords included verbs like "critique," "evaluate," "reflect," and "analyze." The difficulty of evaluating these kinds of learning outcomes (compared to, for example, code that can be evaluated on whether or not it compiles) is one challenge for CS instructors in teaching this content [25].

The overarching goal of ethics courses appears to be to teach students to recognize ethical issues in the world (similar to the "issue spotting" skill that is critical to legal education [14]), critically evaluate and assess these issues and technologies (including considering multiple perspectives and potential consequences), and make well-reasoned arguments based on these critiques. Improving communication skills also often fits into these goals, and a number of courses include specific writing or communication-based pedagogy (for example, argumentative writing), even courses based in computer science departments.

Two final types of learning outcomes that exist at a more practical level involve applying rules and creating solutions. For example, some courses have a goal of teaching students to apply philosophical frameworks, legal rules, or codes of ethics to specific fact patterns and situations. Others take the "critique" outcome a step forward towards turning critique into solutions. This is particularly common for courses that seem to be targeted at students who will go on to build technologies—for example, preparing students to "build good technologies," "reduce bad things," or even "[not] destroy the world."

Though there were learning outcomes in our data that did not appear in enough syllabi to become categories for analysis (for example, a few courses included the goal of encouraging students to create their own personal code of ethics), some variation on this recognize/critique/reason cycle was common to most of the courses we analyzed.

5 DISCUSSION AND CONCLUSIONS

Regardless of how severe an ethics crisis within computer science might be [42], this work highlights that academics as a whole are not "asleep at the wheel" [27] when it comes to this problem. University instructors across a range of disciplines have been thinking about what content is most relevant to the topic of technology ethics, and what the goals of that type of ethics instruction should be. Accordingly, discussion of this topic in the CS education research

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Courses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critique</td>
<td>71</td>
</tr>
<tr>
<td>Spot issues</td>
<td>36</td>
</tr>
<tr>
<td>Make arguments</td>
<td>26</td>
</tr>
<tr>
<td>Improve communication</td>
<td>26</td>
</tr>
<tr>
<td>See multiple perspectives</td>
<td>23</td>
</tr>
<tr>
<td>Create solutions</td>
<td>21</td>
</tr>
<tr>
<td>Consider consequences</td>
<td>18</td>
</tr>
<tr>
<td>Apply rules</td>
<td>10</td>
</tr>
</tbody>
</table>
community has been slow to start but is on the rise; nearly a quarter of the SIGCSE publications over four decades that mention the word “ethics” have appeared in the past three years. 2 Similar to recent work (e.g., for computing scholarship [38], codes of ethics [39], or ethical principles [15]) that helps parse out what we talk about when we talk about ethics, our findings provide a snapshot of what this looks like in coursework.

Our analysis reveals a great deal of variability across tech ethics courses in terms of the content taught. However, the lack of consistency of content is not surprising considering the lack of standards in this space, and the disciplinary breadth of the syllabi we covered. This is not a bad thing; instead, the variability suggests that there is a lot that computing ethics educators could learn from each other. Having more conversations about this topic in spaces such as SIGCSE can help educators begin to create norms around what computing students should be expected to know about ethics.

However, despite the overall variability, there are still some patterns in these syllabi that reveal specific topics considered critical in this space, such as privacy, algorithms, and inequality/justice. We should begin to consider how these topics intersect with technical content for computer science students and how they might be presented in-situ. Though our analysis included largely standalone ethics classes, there is increasing interest in integrating ethics content into existing technical classes in addition to continuing to teach these ethics-specific classes [16, 23, 30, 36]. Based on the topics that came up consistently in these standalone classes, we can begin to see how these topics might be relevant within technical computer science classes. Some of these are obvious: courses such as algorithms, data science, machine learning, and artificial intelligence are all heavily implicated in tech ethics content. We think that it is critical that these courses, in addition to technical content around issues such as bias and fairness, also touch on the human and social aspects. The topics our analysis uncovered also track directly to courses like design, human-computer interaction, research methods, cybersecurity, and software engineering, as well as courses that might focus on professional and leadership skills for computer science students, like senior project classes.

What might be less obvious is how it might be appropriate to integrate ethics into purely technical programming courses—but this is possible even as early as introductory programming [28]. Our analysis reveals that many topics within tech ethics are high level and conceptual when it comes to the impact of technology on society—e.g., how human decisions are built into code, how technology can reproduce and augment existing social inequalities, how data is created by and directly impacts people, and how choices made at both the level of companies and in small bits of code combine to create large-scale social consequences. This reminder—that code is power, and it should be used responsibly—could be part of every computing course, but is arguably most important at the very beginning of the process of learning to code. This strategy might even be a way to combat an “I’m just an engineer” mindset that ethics is “someone else’s job” [12] by emphasizing its role in computing from day one and then continuing this reminder throughout the curriculum.

With respect to limitations and future work, we hope that this exploratory, descriptive analysis could be the first step in a broader research agenda for the computing education research community. Because our dataset was not a representative sample of syllabi, we cannot make statements about the overall landscape of tech ethics education, though with purposeful sampling (e.g., by retrieving the syllabi of specific programs [30]), we could explore how ethics currently fits into computing curriculums overall—for example whether specific courses are required. Additionally, as with other syllabi analyses, the actual curriculum described in this study reflects what a large number of instructors consider to be the best ethics course they could offer given resource and time constraints—but we cannot make any claims from this analysis whether any of these strategies are ideal or even adequate [8]. Of course, these self-reported syllabi also might represent those that instructors are particularly proud of or those that belong to social influencers, and therefore allow us to see how this field is likely to be shaped.

There is also space for much more work about the effectiveness of specific types of ethics pedagogy in computer science. Particularly because ethics learning is difficult even for instructors to evaluate in students [25], it is also a challenge to rigorously evaluate ethics teaching effectiveness. However, this is a challenge the SIGCSE community is well-suited to tackle.

Finally, in addition to encouraging contribution to this growing research space, we also hope that this work can serve as a call to action that can encourage and assist instructors at all educational levels who are interested in including ethics as part of their class, as well as computing programs with a goal towards increasing the reach of ethics across a curriculum. The students that we teach to code today will be the ones working at all levels in the tech companies that might—or hopefully might not—be involved in the ethics scandals of tomorrow.
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2 A search in the ACM Digital Library reveals that out of 6,741 papers published at SIGCSE since 1972, 132 contain the word “ethics” in any field. 30 (or 23%) of these appeared in 2019, 2018, or 2017.
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