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Linear Regression
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Data are the set of inputs and outputs, ¥ = {(x,-,y,-)}

i=1
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Linear Regression

Examples of linear regression:
e given a child’s age and gender, what is his/her height?

e given unemployment, inflation, number of wars, and economic growth,
what will the president’s approval rating be?

e given a browsing history, how long will a user stay on a page?
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Multiple Covariates

Often, we have a vector of inputs where each represents a different feature
of the data
X=(X1,...,Xp)

The function fitted to the response is a linear combination of the covariates

p
F(x)=Bo+ OB
j=1
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Multiple Covariates

Often, it is convenient to represent x as (1, ..., Xp)

In this case x is a vector, and so is 3 (we’ll represent them in bold face)

This is the dot product between these two vectors

This then becomes a sum

p
Bx="> B
j=1
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Hyperplanes: Linear Functions in Multiple Dimensions
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Covariates

e Do not need to be raw value of x4, xp, ...
e Can be any feature or function of the data:
o Transformations like X, =log(x;) or X, = cos(x;)
o Basis expansions like x, = xZ, x3 = x2, x, = x{, etc
Indicators of events like xo = 1(_1<x, <1}
Interactions between variables like x3 = xy X,

o

[e]

e Because of its simplicity and flexibility, it is one of the most widely
implemented regression techniques
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Prediction

e After finding /3 we would like to predict an output value for a new set of

covariates
e We just find the point on the line that corresponds to the new input:
y=Po+Pix (1)
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Prediction

o After finding ﬁ we would like to predict an output value for a new set of
covariates
e We just find the point on the line that corresponds to the new input:

§=1.0+0.5x (1)
A P e
°, 7
O 0g” O
Q”
y=1.0 + 0.5x /o/ o
P O
” >
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Prediction

e After finding /3’ we would like to predict an output value for a new set of

covariates
e We just find the point on the line that corresponds to the new input:
y=1.04+0.5%5 (1)
[ ]
A <
O /O
O 0”0
Q”
=1.0 + 0.5x o
Y ./ o
” | ©
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Prediction

e After finding /3’ we would like to predict an output value for a new set of

covariates
e We just find the point on the line that corresponds to the new input:
y=35 (1)
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Fitting a Linear Regression

Idea: minimize the Euclidean distance between data and fitted line
n

RSS(B) =5 " (i~ %)’

i=1
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How to Find 3

* Use calculus to find the value of B that minimizes the RSS
* The optimal value is
n
it ViXi

B =
27:1 xF
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Probabilistic Interpretation

e Qur analysis so far has not included any probabilities

e Linear regression does have a probabilisitc (probability model-based)
interpretation
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Probabilistic Interpretation

e Linear regression assumes that response values have a Gaussian

distribution around the linear mean function,

Yilx;, 8 NN(Xi/}’C’Z)
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Deriving Least Squares Regression

e Common theme in data science:
o Build model
o Write error model
o Derive how to minimize error
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Model and Objective

Model
Yi=bo+bixi+ e (1)
Error
e =Yi—bixi—by=¢; 2)
Objective
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Partial Derivatives

Intercept

ﬁ _ 0 2 i(yi—bo—b1x;)? _
oby d by N
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Partial Derivatives

Intercept

~

ol 32/(Yi—bo—b1 Xi)2
e by = —ZZ(y,-—bo—b1x,-) (4

i
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Partial Derivatives

Intercept

o/ 3zi(yi—b0—b1 Xi)2
o T =—=2> (y—by—byx) (4

i

Slope

ot 93(yi—bo—bixi)? _
ob; d b
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Partial Derivatives

Intercept

~

ot aZi(YI_bO_b1Xi)2
3_bO: e = —ZZ(y,-—bo—b1x,-) (4

i

Slope

ot 93(yi—bo—bixi)?
ob; d b

= _ZZXI(Yi_bO_b1Xi) ()
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System of Equations with Two Unknowns

Solve for Intercept
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System of Equations with Two Unknowns

Solve for Intercept

0=—23 (yi—by—brx) ©®)
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System of Equations with Two Unknowns

Solve for Intercept

0=—-2 (yi—by—byx) (6)
0=> =D bo=b > x (7)
(8)

Multiply by —3, distribute sum
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System of Equations with Two Unknowns

Solve for Intercept

=—2Z = bo— by ) ©)
0= Zy/ Zbo ble (7)
Nby = Zy, be, (8)

by is constant, so Z,-bo = Nby, move to LHS
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System of Equations with Two Unknowns

Solve for Intercept

:—22 —byx)) (6)
0= Zy/ Zbo ble (7)
Nbo = Zy, be, (8)

BB

Divide by N
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System of Equations with Two Unknowns

Solve for Intercept
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope
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System of Equations with Two Unknowns

Solve for Intercept

by =y —bix (6)
Solve for Slope
OZ—ZZXi(}’i—bo—b1Xi) (7)
i
(8)

INFO-2301: Quantitative Reasoning2 | Paul and Boyd-Graber Linear Regression | 50f6



System of Equations with Two Unknowns

Solve for Intercept

bo =y —biXx (6)
Solve for Slope
0=—2> x(y;—bo—b1x) (7)
j
0= xyi—bo D xi=D by ®
i i i
©)

Multiply by —15, distribute sum and x;
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope

0=—2 x(yi—by—bix) )
i
O:ZXIYI_bOZXi_Zb1X,'2 (8)
i i i
by D XE= > Xiyi—bo > X (9)
i i

i

Move last term to RHS
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System of Equations with Two Unknowns

Solve for Intercept

Solve for Slope

0==2) x(i—by—bix) (7)
O:zxi}/i_bozxi_zb1x;2 (8)
b ) xf =Zx,-y,-—bon,- (9)
by 3 =3 ni KZ y’) (ZNX)]ZX (10)

i
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Solve for Slope (continued)
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Solve for Slope (continued)

o3-S (3 (R

i

N
R

Multiplying out the last term

INFO-2301: Quantitative Reasoning2 | Paul and Boyd-Graber Linear Regression | 60f6



Solve for Slope (continued)

N
b1Zx _leyl (Z y,Z X/)_b1((zl,-vxf)2)

] I

Move last term to LHS
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Solve for Slope (continued)

o3-S [Z2) o (B2

b1ZX —Zx,y, (Z,y,Z,x,) (¥)
mzx,ub((EN')) S 242)

(=5

i

by le +((Z/\;(’) )

I

lel

MDY x,)

Factor out by
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Solve for Slope (continued)

b1ZX —ley/
b1ZX,'2:ZXi}/i_
i i

by Zx,? + b ((Z;\IX’)Z) :inyl._

,Xi)z)

by lef+((z'T

1

5
(
(

Vi Xi
N
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Solve for Slope (continued)

Z-X/Y/—(M)
T 52 ((z ))

by =

Ratio of the sum of the crossproducts of x and y over the sum of squares
for x
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Correlation Coefficient

True Correlation

_ Uxy —UxUy (1)
Ox0Oy
Sample Correlation
o -(00) 2

V2 —(3)24/y2—(7)?

e If x and y are independent, then correlation is 0.
e Greatif p ==+1

¢ Can we test how good the regression is?
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Statistical Test for Regression

Null hypothesis Hy: p =0

Test statistic
T_ rvn—2 3)
CVi=r

Follows a t-distribution with n—2 degress of freedom (estimating two
parameters)

Can do either two-tailed or one-tailed test
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Wrapup

¢ Regression: powerful tool for explaining data

Allows you to tell stories

Allows you to predict the future

Foundation for more complicated models
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