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Abstract 
A major challenge of regulating potential bad actors is 
knowing what “bad” is. What happens when rules 
conflict—for example, from different levels of policy, or 
norms from overlapping communities? What if a rule 
exists in a place no one looks or in a form no one 
understands? How do people decide which rules to 
follow? If externally imposed rules often suffer from a 
lack of clarity, perhaps a solution is bringing 
governance closer to the communities themselves. 
Rather than the “pathetic dot” simply being acted upon 
by outside forces, it might gain some agency of its own.  
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Introduction 
The concept of “regulation” seems pretty simple. Make 
a rule; people follow it; if they don’t, there are 
consequences. However, this ideal makes two strong 
assumptions: (1) that there is only one relevant rule, or 
if there is more than one, they do not conflict; and (2) 
that everyone knows what the rule is. Unfortunately, 
we rarely see this kind of simplicity. 

Therefore a major challenge we face in regulating 
potential bad actors is knowing what “bad” is in a given 
context. How do we weigh official policies against 
community norms when they conflict? What do we do 
when one person (or community) has a completely 
different definition of “bad” than another? What if the 
rule exists in a place no one looks or in a form no one 
understands? In sum: How can people follow rules if it 
isn’t clear what they are in the first place? 
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My research is concerned in part with examining the 
interactions between different sources of rules, with an 
emphasis on understanding which rules people follow, 
why, and how we might create systems of governance 
that can best encourage positive community-created 
rules or norms for behavior. 

Rules, rules, everywhere 
One of my previous studies of the role of copyright in 
online communities revealed an interesting case study 
[5]. The potential “bad” actor was a fan fiction writer 
who wrote a new story incorporating elements from 
another fan fiction writer’s story, without asking for 
permission. There were three relevant rules: (1) 
copyright law, which suggests this is fine, that the 
concept of fair use applies just as it would to the 
original fan fiction writer borrowing characters from 
Harry Potter; (2) the platform’s official policy, which 
stated that writers should ask permission first, but that 
if they received no negative response, they could go 
ahead (“opt-out”); and (3) the social norms of the 
community, that strongly suggested never doing this 
without permission (“op-in”).  

Rules can come from so many different sources—law at 
different levels, policy at different levels, norms from 
overlapping communities—that it isn’t surprising that 
they sometimes conflict. My research into copyright 
behavior [4,5] revealed that in cases like the one 
above, most commonly, people follow norms over more 
formal law, for two reasons: (1) law is ambiguous, 
confusing, or difficult to find at all; and/or (2) penalties 
for violating norms are more immediate and more likely 
than penalties for violating law. Moreover, norms are 
likely to fill in gaps in formal rules in situations where 
rules are unclear [3]. 

“Behavior that harasses” 
Rules can be unclear even when there is no conflict. For 
example, harassment as a type of bad behavior can be 
particularly challenging with respect to understanding 
rules. Different communities may have very different 
understandings of what constitutes harassment. A 2017 
Pew survey found that what people consider to be 
“online harassment” is highly contextual, varying from 
person to person, even among those who are 
experiencing the worst of it [2].  

Similarly, platform policies may define harassment 
inconsistently, or not at all. Prior work has shown that 
harassment rules vary greatly across platforms, and 
definitions tend to be vague [11]. If the rule is only 
“don’t harass people,” community members may not 
have a shared understanding of what that means. Tight 
knit online communities with shared norms may have 
better luck, but what about a platform like Twitter 
where users represent countless different communities? 
Twitter’s policies prohibit “behavior that harasses, 
intimidates, or uses fear to silence another user’s 
voice” but users may have different opinions on where 
the line is drawn before “harasses.” 

Of course, this assumes that users can even find the 
rule in the first place. Platform policies are often 
obscured within the lengthy blocks of legalese of Terms 
of Service. These documents are often 
incomprehensible [6,8], ambiguous [12], and/or 
inconsistent across platforms [6,11].  

The empowered dot 
In sum, there are reasons why “bad actors” might not 
be so bad—breaking rules can happen for other 
reasons. Maybe someone is following another rule, or 



 

doesn’t know about or understand the rule. These 
challenges also have something in common: they are 
exacerbated by the externally imposed nature of rules. 
When lawyers write policies, they are often 
incomprehensible. When rules come from sources at 
multiple levels, the ones at the top tend to be the most 
ambiguous and the most distant from community 
values. One solution might be to rely on community 
norms, but norms can be difficult to learn, for 
individuals inside a community to see at all, particularly 
for newcomers.  

Looking back to Lawrence Lessig’s Code and the 
“pathetic dot” being regulated by multiple outside 
factors (law, norms, markets, code) [9], I wonder, how 
we can turn that pathetic dot into an empowered dot 
that feels as if it has some agency rather than just 
being acted upon? My research so far suggests that the 
answer may be in bringing governance as close as 
possible to the community itself, that people are more 
likely to follow rules that they feel that have a stake in. 
Bringing the law and norms of Lessig’s forces closer 
together might result in something that is both visible 
and comprehensible.  

Elinor Ostrom also puts forth that self-governance may 
be most effective, when communities are involved in 
their own rule creation [10], and criminology suggests 
that reintegrative enforcement (“here is how to be a 
better community member”) is more effective than 
disintegrative enforcement (“you are bad!”) for 
strengthening a community [1]. Rules that reflect the 
values of the community are more likely to be followed, 
and enforcement practices that reinforce those values 
rather than pushing people out may result in a 
healthier community.  

Some of my ongoing work, for example, considers how 
different types of communities on Reddit create their 
own rules—for example, different conceptualizations of 
harassment. If we move beyond site-wide Reddit 
policies against harassment and consider how individual 
communities define it themselves, are these definitions 
more likely to be understood, accepted, and abided by?  

However, one caveat to the idea that not all bad actors 
mean to be bad is the recognition that not all 
community values are positive. And unfortunately, 
communities with norms towards arguably “bad” 
behavior (such as harassment) are rarely entirely self-
contained, particularly when communities cut across 
platforms such as Twitter. However, some of my prior 
work regarding a community-created platform shows 
that not only can existing norms be built into the design 
of a system, but that design can be used to reinforce or 
even nudge values [7]. So can we both encourage 
communities to govern themselves while also nudging 
values towards more pro-social behavior? This is a 
difficult challenge that I am eager to discuss. 

Author’s Statement 
I began researching online communities in 2003 during 
my MS program in HCI, which sparked an interested in 
internet law and regulation. I focused on this area in 
law school, and then conducted research in the area of 
online communities, law, and social norms for my PhD. 

Many years ago, I also moderated a number of 
Liveournal communities (most related to fan fiction) 
and now I am on the legal committee for the 
Organization for Transformative Works, which is tasked 
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number of interesting challenges regarding content, 
particularly when it comes to competing values, and 
has also helped inform my thinking around community-
centric policies.  
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